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Addressing real-world tasks desire knowledge

Just can’t remember...... What are they talking about?

What should I look next?

Home & Kitchen > Kitchen & Dining » Coffee, Tea & Espresso » Espresso Machine & Coffeemsker Combos - 9

L'OR Barista System Coffee and Espresso Machine 1189%
Combo by Philips, Matte Black

vprime
Visit the L'OR Store FREE Returns v
42 Kk kv 2976)

500+ bought in past manth FREE delivery Monday, April 21

Order within 9 hrs 46 mins

#189%

Or $32:58 /mo (6 mo). Select from 2 plans Btk
prime

© Deliver to YuW - Eugene 97405

FREE Returns v

. L3
o ’ 1SS1ng
Aglft for you: Unlock 2 $100 Amazon Gift Card on approval for Prime Visa,

plus get 5% back on your Amazon purchases. Add to Cart
[T T Knowledge!
Matte Black | | Matte Black | Matte Matte Grey || Matte Grey °
Machine +... | Black/Pre... Machine +... Sk Aikion
$18900 15900 521900 419900 $16900 Seldby  LORCoffes
FREE Oy 2ss00 PeEOwy | [PEEOdey || 523800 3 =k
andey R Duary | | Sondor Sandy FREE Dy el
Sundey fni? etundrestacement
Gifeaptions  Avalable at checkout
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Click to see full view 21900 $199.00 516900 Add a Protection Plan:
PRECOdry | MCEDdmry | | 523800
Sundey Sundey F3E Oy 3-Year Protection Plan for
= ue as
) 4-Year Protection Plan for
Brand LoR $38.99
sweos Color Black ) Complete Protect: One plan

Product Dimensions 16°0 x 7"W x 11°H covers all eligible past and

" Ask Rufus Special Feature Manual Aurigperchises (news Re u eS t
pec Monthly Until Cancelled) for
Canit andespresso?  Is it comp: non-LOR capsules?

Coffee Maker Type  Espresso Machine

$16.99/month
ow iy does it hest up?




Real-world knowledge is so much!

Textbook Internet Neural
Knowledge Base Knowledge Base Knowledge Base

158 million books 1.1 billion websites 405 billion parameters
ISBN DB 2023 Musemind 2024 Hugging Face 2024

We remember meanings, not details.

We forget on purpose.

Tiny active memory, Larger long-term memory.

@ 2.5 petabytes, 1 billion books Retrieval Knowledge to Augment
Downstream Task is Rather Important!



https://isbndb.com/blog/how-many-books-are-in-the-world/?utm_source=chatgpt.com
https://musemind.agency/blog/how-many-websites-are-there?utm_source=chatgpt.com
https://huggingface.co/blog/llama31

Retrieving External Knowledge
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N RIMARY REASC ¥ USE THE INTERNE
Total price: $274.78 L 2 £ THE INTERNET
* Add all 3 to Cart
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Sponsored © Sponsored @ Show detals
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Retrieval-augmented Generation (RAG)
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Query/Task Processor

I
n @
o -

B S E »

Retriever
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Query/Task Open-world Knowledge base

Request

T— Generator [¢ Organizer [¢

Query ¢

uAg Profile/ . QM‘,

¥ Interaction
ey )

4 Medical Treatment | T Recommendation | Scientific Document
Any idea why I Can you recommend a mouse Find me papers that discuss
might be sick? repellent that has a nice smell? improving condensers performance

Retrieval-augmented generation for large language models: A survey. arXiv 2023.
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Retrieval-augmented Generation (RAG)

Really tired.

Temperature is over 100.
Recently in France.

Drank a lot of tap water there.
Any idea why I might be sick?

Tired, Temperature

) ‘[ France, Tap water.
Why Sick?

AN S
I—Nu ymptom
\_/ >

Q‘ — ﬂProcesser(Q)

Retrieval-augmented generation for large language models: A survey. arXiv 2023.



Retrieval-augmented Generation (RAG)

Really tired.

Temperature is over 100.
Recently in France.

Drank a lot of tap water there.
Any idea why I might be sick?

Tired, Temperature
\i/ France, Tap water. —»
Why Sick?
éGastrointestinal issues
t in 2022 trip to America.

: 3 travelers to Southern i
t France reported tired
i after drinking tap water.

Giardia Lamblia Infection !
: transmitted via untreated

C = ﬂRetriever(Q C)

Retrieval-augmented generation for large language models: A survey. arXiv 2023.



Retrieval-augmented Generation (RAG)

Really tired.

Temperature is over 100.
Recently in France.

Drank a lot of tap water there.

Any idea why I might be sick? Drug Doc Social Circle

France, Tap water., ——
Why Sick?

{ Tired, Temperature

................................................................ - Gastrointestinal _issues

3 travelers to Southern ; in 2022 trip to America.
: France . r.epor ted tired : P ‘} 3 travelers to Southern
 Alter drinking fap water. ..e— France reported tired i __|
. Giardia Lamblia Infection :  Ater drinking tap water.

: transmitted via untreated . Giardia Lamblia Infection
[apwaterinEurope. [ ransmitted via untreated

: tap water in Europe.

C = QOrganizer(Q‘ 0)

a Retrieval-augmented generation for large language models: A survey. arXiv 2023.



Retrieval-augmented Generation (RAG)

Really tired.
Temperature is over 100.
Recently in France.

Drank a lot of tap water there.
Any idea why I might be sick? Drug Doc Social Circle
Tired, Temperature
“?:J France, Tap water. —»

Why Sick?

o it
e

................................................................ - Gastrointestinal issues

3 travelers to Southern : in 2022 trip to America,

. France _ reported tired : @) | .3 travelers to Southern
e D e ..e— France reported ftired

Giardia | Giardia Lamblia Infection |  after drinking tap water. -

Lamblia : ! transmitted via untreated Giardia Lamblia Infection

Infection tapwatermEurope .................. : transmitted via untreated ;

: tap water in Europe.

A= QGenerator(Q‘ C")

Retrieval-augmented generation for large language models: A survey. arXiv 2023.



Retrieval-augmented Generation (RAG)
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Open-world Knowledge base
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Generator [«
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(1) Query Q

a <

() Q‘ — QProcesser(Q)

5) C = ﬂOrganizer(Q‘, C)

(4) C = ‘QRetriever(Q" G)

6) A = ﬂGenerator(Q‘ C"-)

Retrieval-augmented generation for large language models: A survey. arXiv 2023.



Retrieval-augmented Generation (RAG)

| *l Query/Task Processor
nQ
[ Q v
@ > @ * Retriever
Query/Task Open-world Knowledge base
Request
T— Generator [¢ Organizer [¢
(1) Query Q () Q‘ — QProcesser(Q) @) C = ﬂRetriever(Q" G)
(5) C = ﬂOrganizer(Q‘, C) 6) A= QGenerator(Q" C"-)

Real-world knowledge can be extremely
complex and heterogeneous!




Retrieval-augmented Generation (RAG) — Drug Design

“$¢ S
Optimizing the W P
binding affinity A
< —49Kkcal/mol | — <3 . 2°
By
Pub@hem

Explore Chemistry

Quickly find chemical information from authoritative sources

EGFR CoHa04 57-27-2 C1=CC=C(C=C1)C=0

[ use Entrez

2,

Draw Structure

Upload ID List Browse Data Periodic Table

-
W

"‘I.. by o _“"

D LA MR 2
¥ ¥

: ‘\:l ""- 1-‘--"

- -
L oy
.,-. - o

InChl=1S8/C3HE0/c1-3(2)4/h1-2H3

vy
By ¥

¥
a_‘

T2
Fute =

Compounds Knowledge Base

o

Chemical Property
Depends on 3D structures

—)

119M Compounds
329M Substances
297M Bioactivities
42M Literature
S54M Patents  cubchen

Retrieval-based Controllable Molecule Generation. ICLR 2023



Retrieval-augmented Generation (RAG) — Document

A Pages
= Ny c [1,2,34,56,7,8,9, 10, 11]
A S
(1]
i)
c
P | ——— T
v
2
o Title: "2 Related Works"
g Pages: [2, 3]
(1]
T m
H1 P uL P o
. 8
N 1] Title: "2.1 Tool and Retrieval Augmented LLMs"™
T Ten el e N = Pages: [2]
D < 'y i
e c
- E u u £
e - | — T,
o . kv A M eyt L - =]
T IETE s -~ \ o Caption: "Table 1: GPTriage functions for Document QA"
Q1: “Can you summarize the key Q2: “What year [in table 3] has Pages: [4]
takeaways from pages 5-77" the maximum revenue?” es:
I
L \ .
Cetribib ; ; % Al Assistant
Distribution of Question Types in Document Tasks

Figure Questions

26.2%

Text Questions

FINANCIAL Company Overview Financial Performance

X AlAssistant -+ ([} 3 [:’J PR e

Table Reasoning
Structure Questions

Summarization 16.4%

Here are some suggestions you can try:

Extraction 21.2% > What are the year-end financial goals, and how
will success be measured?

Question Type

Rewrite
> How did new product launches

impact Q1 profits?
Outside Questions

Market Pos

Cross-page Tasks How is the company’s business doing?

Classification

5 10 15 20 25
Percentage (%)

PDFTriage: Question Answering over Long, Structured Documents. EMNLP 2024




Heterogeneous knowledge can be represented as Graph
Scientific Graph cusnemor | 1frastructure Graph Reasoning/Plan
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Data Quality-Aware Graph Machine Learning. CIKM 2024




Graph Retrieval-augmented Generation (GraphRAG)
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Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024




Graph Retrieval-augmented Generation (GraphRAG)
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Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024
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Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024
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Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024



Document Graph

Connections between different documents or various granularity of documents.

Why should we build document graphs?

0 < 19
)




Document Graph Motivation - Beyond Semantic Similarity

Target documents may have low similarity with the question.
But can still be retrieved via graph-based connections.

Question

High
similarity

é
Connection

Target Document

0 .0 2
oS




Document Graph Motivation - Multi-hop Reasoning

The graph structure inherently supports multi-hop reasoning.

Question: Who is the director of the 2003 film which has scenes
in it filmed at the Quality Cafe in Los Angeles?

—

-

-
—
—
- -
-

-

- - -
uality Cafe . . e
Q. ty Quality Cafe (diner) Los Angeles
(jazz club)
Los Angeles Ih
Quality Cafe was a location featured in a number of officially the City
1—hop historical Hallywood films, including "Old of Los Angeles
restaurant and School”, "Gone IE 60 and often known
jazz club... Seconds”™... ~ by its initials
b LA
rd Y h=
Old School (film) Gone in 60 Seconds
Old School is a 2003 Gone in B0 Seconds is a
2—|1Gp American comedy film... 2000 American action heist
directed by film...
Todd Phillips. directed by Dominic Sena.
|
A -
/7N
Todd correct { Dominic \
3-hop - \ I
Phillips answer Sena P
\ - P

Cognitive graph for multi-hop

—

reading comprehension at scale. ACL 2019



Document Graph Motivation - Global Summarization

Hierarchical graph structure supports global information retrieval.

Hierarchical graph representation leaming with differentiable pooling. NeurlPS 2018



Document Graph Construction — Explicit Construction

Building graphs using (pre)-defined relationships present in the data.

Chen, 2024 Zh
Wang, 202%bello, 2024
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Document Graph Construction — Implicit Construction

Building graphs by leveraging latent or implicit relations between nodes

Text Embedding Space
degree A
document e
N, Rosesarered -{ -7 ®
node y , . o
an or word 9 @ 0 '
t E!HT e Violets are blue —\L». \ ® ¢ :
| $c ) —.,/ ‘
edge | N ® o g ®
P e Sugar is sweet _|
embedding classification ~'° i .
Word Co-Occurrence Semantic Similarity

0 < 24
)




Document Graph Construction — Implicit Construction

Building graphs by leveraging latent or implicit relations between nodes

| Entity |
| disambiguation |

oputasa /O

I careference

\ - _ Store data
| MNamed entity ; Relationship

| reschtion | | recognition | gxiraction
Y = — Y _ i
Tomaz likes to write blog posts. |:f Tomaz M] | eog | ( I.f’r ﬂ““.l
(,He is particularly interesting in Ry S T"'"“ J "“”E""\TL;
drawing diagrams. P T

| | INTERESTED
knqmlf T
= |II‘I:Hngun1 |
AN AN J/

Entity and Relation Extraction




Document Graph Construction — Implicit Construction

Building graphs by leveraging latent or implicit relations between nodes

-

Document
Section Section Section Section
H1 P UL P

Q1: “Can you summarize the key Q2: "What year [in toble 3] has

takeaways from pages 5-77"

Document Structure

the maximum revenue?”

PDFTriage: Question Answering over Long, Structured Documents. EMNLP 2024



Document Graph — Question-Answering

Leverage the solution of previous tickets to answer the current ticket

Knowledge Graph Construction Retrieval and Question Answering

Ticket Ticket Ticket -:"'ONE FROM Question Query: How to reproduce the issue where user saw "csv upload error in updating
ENT-1744 ENT-3547 PORT-133061 > user email" and has major priority that was caused by data issue?

CLONE_TO
N .

4 @ Entity Detection @ @Intent Classification| @

Y
inter-ticket @ intra-ticket &
°9n"§?t%:"E3R D (FEERE Summary: "CSV upload error in Priority: Root Cause: Intent: "Steps to
é:ggltii) . updating user email" "Ma)or" "Data Issue" Reproduce"

@ Embedding»b::\sed Retrieval @ Flltenng @Fihering ® Question Intent
1 I ] .

Graph Datgéase

Inter-Relations:
* Clone <
* Similarity

:CLONE_FROM Ticket ENT-ZZ}?ﬁ
- CSV upload error,

updating,ﬂser email

: CLONE_TO

T Te—

F;
I
i ,‘ ["user-1":"Do we know how )
: these duplicated profiles
ES;IMILAR TO AS_TIMPACT AREA ' got created?",
HAS_DESCRIPTION ¢ e
"csv upload efror, < 1 "usel_'-z": "cleaned up 228
updating user femail" inti 5 : Gl proiills,
Description Gata Issue) (Strateglal resolved",
1 | "user-1": "thanks, ticket
Ticket ENT-3547 : closed"]
Learning 'upload csv' wHS_ISSUE_DESCRIPTION HAS_STEPS_TO_REPRODUCE
option fails —— Y
"Admin seeing several errors when Refer to the CSV: https://microsoft.sharepoint.com/xxx: 1. Open the )
attempting update of user emails on Dashboard ID xxxxx; 2. Click on Instances > Profile; 3. Search for
dashboard ID "xxxxxxxxx'. Total users from the cSv file and note that there are 2 profiles exist.
number of users affected ~'yyy'." y

@" Answer Generation @

Final Answer: based on the ticket ENT-22970, the steps to reproduce the issue is "1. Refer
to the CSV: https://microsoft.sharepoint.com/xxx 2. Open the Dashboard ID xxxXxXXxxX 3.
Click on Instances > Profile 4. Search for users from the CSv file and note that there are
2 profiles that come up.

Text-embedding Generation
for Node values |

—

Vector Database

a Retrieval-Augmented Generation with Knowledge Graphs for Customer Service Question-Answering. SIGIR 20




Document Graph — Question-Answering

Leverage the solution of previous tickets to answer the current ticket

Table 1: Retrieval Performance Table 2: Question Answering Performance
MRR  Recall@K  NDCG@K BLEU METEOR ROUGE
K=1 K=3 K=1 K=3
Baseline 0522 0.400 0.640 0.400 0.520 Baseline 0057 0.279 0.183
Experiment 0.927 0.860 1.000 0.860 0.946 Experiment 0.377  0.613 0.546

Table 3: Customer Support Issue Resolution Time

Group Mean P50 P90
Tool Not Used 40 Hours 7 Hours 87 Hours
Tool Used 15 hours 5 hours 47 hours

0 a Retrieval-Augmented Generation with Knowledge Graphs for Customer Service Question-Answering. SIGIR 2024



Document Graph — Question-Answering

HippoRAG 2 - Implicit graph construction from documents

{ (O Phrase Node \

(O  Passage Node

o OpenlE by LLM @@ Seed Node

o Synonym detection by embedding
o Dense-sparse integration

N o o—0 o
é *» 0—0O . Relation Edge
o—O

Passages Triples

==== Synonym Edge

\ — - Context Edge /

1. Triplet Construction: LLMs extract entities/relations
2. Identify synonymous entities and connect them

3. Connect Extracted Entities with Originating Passages

a From RAG to Memory: Non-Parametric Continual Leaming for Large Language Models. arXiv 2024
—




Document Graph — Question-Answering

HippoRAG 2 - Retrieval & QA

At
— B . e e
S

o Retrieving passages and triples

o Ranked Passages

_.@l@

Ranked Triples  Filtered triples

U
Q ey 9 Recognition memory (triple filtering)
9 Assigning seed node weights
9 PPR graph search

e QA reading with selected passages

1. Passage Retrieval by Semantic Similarity

2. Triplets-Retrieval
a. Query Entity Extraction and map to the graph

b.  Similarity (Query, Nodes)
c. Similarity (Query, Triplets)

3. Retrieve on the Graph: Personalized PageRank search

4. Answer Generation

a From RAG to Memory: Non-Parametric Continual Leaming for Large Language Models. arXiv 2024
—



Document Graph — Question-Answering

. . Discourse
Simple QA Multi-Hop QA Understanding
Retrieval NQ PopQA MuSiQue 2Wiki HotpotQA LV-Eval NarrativeQA Avg
Simple Baselines

None 54.9 32.5 26.1 42.8 47.3 6.0 12.9 38.4
Contriever (Izacard et al., 2022) 58.9 53.1 31.3 41.9 62.3 8.1 19.7 46.9
BM25 (Robertson & Walker, 1994) 59.0 49.9 28.8 51.2 63.4 5.9 18.3 47.7
GTR (T5-base) (Ni et al., 2022) 59.9 56.2 34.6 52.8 62.8 7.1 19.9 50.4

Large Embsddmg Models
GTE-Qwen2-7B-Instruct (Li et al., 2023)[ 62.0 56.3 40.9 60.0 71.0 71 ) 21.3 54.9
GritLM-7B (Muennighoff et al., 2024) 61.3 55.8 44.8 60.6 73.3 9.8 23.9 56.1
NV-Embed-v2 (7B) (Lee et al., 2025) 61.9 55.7 45.7 61.5 75.3 9.8 25.7 57.0

Structurg-Augmented RAG
RAPTOR (Sarthi et al., 2024) 50.7 56.2 28.9 52.1 69.5 5.0 21.4 48.8
GraphRAG (Edge et al., 2024) 46.9 48.1 38.5 58.6 68.6 11.2 23.0 49.6
LightRAG (Guo et al., 2024) 16.6 2.4 1.6 11.6 2.4 1.0 3.7 6.6
HippoRAG (Gutiérrez et al., 2024) 55.3 55.9 35.1 71.8 63.5 8.4 16.3 53.1
HippoRAG 2 63.3 56.2 48.6 71.0 75.5 12.9 25.9 59.8

. J U J

'

GraphRAG is typically more effective for multi-hop QA.

a From RAG to Memory: Non-Parametric Continual Leaming for Large Language Models. arXiv 2024
—



Document Graph — Question-Answering

(a) Content question - Bridging

(b) Content question - Comparing

(c¢) Structural question

Q: In what year was the creator of the current
arrangement of the Simpson's Theme born?

] [ Q: Were Scott Derrickson and Ed Wood of the same nationality? ]

Q: What conclusions can be drawn from the combination of
the content on Pages 1 and Table 2.

v

§;: The Simpson’s Theme was re-arranged during season
2, and the current arrangement by Alf Clausen was
introduced at the beginning of season3

I

S,: Alf Heiberg Clausen (born March 28, 1941) is an
American film and television composer.

J—O—6—0

¢ L Y Y
s, : o S, : Edward Davis Wood Ir. S, : Although Harry Potter bore the Character House
; . (October 10, 1924 — December ! Tom Riddl
July 16, 1966) is an American - . om kiddle Slytherin
. k 10, 1978) was an American mark of Voldemort, he ultimately Volde b
director, screenwriter and . (Voldemort)
roducer.’ filmmaker, actor, writet, went to a different school
p producer, and director. Cho Chang Ravenclaw

z
g

[ A: Harry Potter did not go to the Slytherin House ]

oo

Lexical similarit
y Document Structure

Semantic similarity

Knowledge graph prompting for multi-document question answering. AAAI 2024




Document Graph — Question-Answering

Table (Markdown) Page (Pointer)
Extract API

| - @ ! *

Graph Construction
Documents Doc- 0
h %}3 P I O Passage Node
Passage Emmbedding KNN A Page Node
—_ e — —
8 a split = [] Table Node
[ — e e e e
§ : = Bag-of-word (BOW) — Structural Relation
'% ] —_— Extraction. 'w‘gé “: V: w: 0 0 u *T” Common keyword or
g a = Passage Similarity
Z - —_ o110 0 0 1
1. Graph Construction
a. TF-IDF construction c. Connect passages share same entity
b. KNN construction d. Add Table/Page Document Meta-Structure

a Knowledge graph prompting for multi-document question answering. AAAI 2024



Document Graph — Question-Answering

Structure-based Question Content-based Question Enstruction Fine-tuning

Instruction: What evidénce do we need o
answer the question given the carrent evidence

Input: Which magazine was staried first Arthur's

) o . () In what year was creator of the current arrangement Magazine or First for Women? Arthur's Magazine
[Q,Mmmtﬂhnglhomunl’ml? ] of Simpson's Theme bom? i’“”hﬁ‘ (1844-1846) was an American literary periodical
Structural 1 . o pablished in Philadelphin in the 194h century,
Extraction %,: Currenl arrasgement by Al Classen was inoduced | Remeon Qutput: First for Women is a woman's magazine

ot the beginning of seasand " pablished by Bauver Media Group in the USA. The

- I 3 magazine was started in 1989,
54: AN Heiberg Clausen | 5;: Clansen moved 1o Los Cenerate
{born March 28, 1941) is | Angeles, California in 1967 ”'S:"' § Guaer
an American film | in search of felevision — §3: AIf Clausen (bomn April 16, 1941) is an American composer of

5, : Cument amangement | §;: Clawsen moved w Los
by AN Clausen was | Angeles, California in 1967
introduced at the beginning | in  search of tebevision

of seasond work. composer. work. film and television scores. He is best known for his work on “The
3 3 Simpsons®,
Logically right but factually wrong
[ Ai Alf c?:m:miew:::m‘l MM“:HI - generation and then match!

2. Retrieval (LLM traversal agent for reasoning and grounding)
a. Initialize the seeding passage with similarity search
b. LLMs predict the next passage to explore

c. Retrieve passages based on LLM's generation

Knowledge graph prompting for multi-document question answering. AAAI 2024




Document Graph — Question-Answering

RAPTOR — Tree-based Retrieval

Tree structure to capture High/Low-level information

RAPTOR Tree Formation of one tree layer Contents of a node
-~ Index #8
6 7 8 \
Root layer | B 2. Summarization \ Child Nodes: 2,3
by LLM \
\ Text: summary of
P 4 3 5 10alls 2 3 J nodes 2 and 3

Leaflayer @+ 2 3 4 5 1. Clustering [1

L

Text chunks

1. Graph Construction
a. Represent each leaf node as a text chunk
b. Apply clustering algorithms to group related chunks
c. Summarize each cluster to form higher-level nodes

d. Repeat the construction process

Raptor: Recursive abstractive processing for tree-organized retrieval. ICLR 2024



Document Graph — Question-Answering

RAPTOR — Tree-based Retrieval

Tree structure to capture High/Low-level information

A. Tree Traversal Retrieval —_—
—
Qury — Q@ —» e 4+ quy — Answer
ey Encoder L — — — LLM
D Retrieved Context

B. Collapsed Tree Retrieval

= - -0l ) - =

—_— ——
Collapsed Tree Structure Retrieved Context

2. Retrieval

a. Tree Traversal Retrieval: Root-to-Leaf Traversal, Progressively Narrowing Down

b. Collapsed Tree Retrieval: Flatten Tree Structure, Independently Retrieve

Raptor: Recursive abstractive processing for tree-organized retrieval. ICLR 2024



Document Graph — Question-Answering

RAPTOR — Tree-based Retrieval

Tree structure to capture High/Low-level information

Model ROUGE BLEU-1 BLEU-4 METEOR
SBERT with RAPTOR 30.87%  23.50% 6.42% 19.20%
SBERT without RAPTOR  29.26% = 22.56% 5.95% 18.15%
BM25 with RAPTOR 27.93%  21.17% 5.70% 17.03%
BM25 without RAPTOR 23.52% 17.73% 4.65% 13.98%
DPR with RAPTOR 3094%  23.51% 6.45% 19.05%
DPR without RAPTOR 20.56%  22.84% 6.12% 18.44%

Tree-based retrieval improves global QA performance.

a <

Raptor: Recursive abstractive processing for tree-organized retrieval. ICLR 2024



Document Graph — Document Summarization

Microsoft GraphRAG
Corpus to summarize too large  vs  LLM context window is limited

[ Source Documents ] [ Global Answer ]
text extraction query-focused

yand chunking summarization
[ Text Chunks ] [ Community Answers ]
domain-tailored query-focused

¢ summarization summarization
[ Element Instances ] [ Community Summaries ]
domain-tailored domain-tailored

summarization community summarization
[ Element Summaries ] detection :[ Graph Communities ]

Hierarchical Community
Detection and Summarization
Multiple Granularities

Extract a knowledge graph
from the whole corpus.

a From local to global: A graph rag approach to query-focused summarization. arXiv 2024



Document Graph — Document Summarization

Microsoft GraphRAG

Higivieve) Community-based
grgilg ’[emthAe (Global)

4Oa Qf

Hierarchica TT
F‘? /‘,’\ , ,
ommuniti

r— Low-level . \I

l Co:m::nify Community-based
Baposid [Gr‘athAG (Local)]

| Entity, Relation

1. Local Retrieval from leaf nodes

2. Global Retrieval from summarization nodes

a From local to global: A graph rag approach to query-focused summarization. arXiv 2024
W

Rag vs. GraphRAG: A systematic evaluation and key insights. arXiv 2025



Document Graph — Document Summarization

Microsoft GraphRAG

Podcast transcripts

S8 TS CO C1 C2 C3 SS§ TS CO C1 C2 C3

Comprehensiveness Diversity Empowerment Directness

News articles

S8 TS CO C1 C2 C3 S8 TS CO C1 C2 C3

Comprehensiveness Diversity Empowerment Directness

GraphRAG is typically superior in both comprehensiveness and diversity.

From local to global: A graph rag approach to query-focused summarization. arXiv 2024




Document Graph — Document Retrieval

G-RAG : A document-graph-based reranker

o
fo
o

C—> AMRs —> Document Graph C—> Reranker
.describe~01

-.
AR 1

na
[e]

(RS )
|
000

o1

find connections establish GNN : AMR graph: Ryan's de'scn'ption
of himself: a genius

1. Graph Construction

a. Build Abstract Meaning Representation (AMR) graphs

b. Connect documents share same nodes

Don't forget to connect! improving rag with graph-based reranking. arXiv 2024



Document Graph — Document Retrieval

G-RAG : A document-graph-based reranker

2. GNN:s for Reranking

Document and query embedding: X, =g (xﬁl, U 7 (xﬂl,eﬁﬂl)) y = Encode(q).
ueN (v)
: C e o L
Ranking based on the similarity: $i =Y Xy,
Ranking loss RL,(si,s5,7) =max (0, —7(s; — s;) + 1),

a Don't forget to connect! improving rag with graph-based reranking. arXiv 2024



RAG vs. GraphRAG

A systematic evaluation between RAG and GraphRAG.

>

RAG Indexing F——— — ¢
Vector — | — RAG ]
DataBase I
-
Text Dﬂ'i‘ Query
i iz
PR [ —
[ | i High-level Community-based
| Communit _'[emphm@ (Global)
. I i
i r—ﬂ— -u\
| Low-lewel
Gr‘anh D, Y I Ft:purt:r
Construction GraphRAG (Local)
l

I > [Cummunity-hnsed]
l

( Triplets Source Text l | KG-GraphRAG 1
o > (Triplets+Text)
vl ... @ | L J
‘ " > [ KG-GraphRAG
\‘@ | (Triplets)

RAG vs. GraphRAG: A systematic evaluation and key insights. arXiv 2025



RAG vs. GraphRAG: QA Task

Single-Hop Multi-Hop
| NQ | Hotpot
Method | Llama3.1-8B | Llama31-70B | Llama3.1-8B Llama 3.1-70B
| P R FL | P R F1. | P R F1 P R F1
RAG 7.7 6393 64.78 | 7455 67.82 68.18 | 62.32 6047 60.04 | 6634 6399 63.88

KG-GraphRAG (Triplets only) 40.09 3356 3428 | 3784 3122 2850 | 26.88 2481 2502 3259 3063 3073
KG-GraphRAG (Triplets+Text) 58.36 4893 5027 | 6091 5275 5388 | 4522 4285 4260 | 5144 4899 4375
Community-GraphRAG (L.ocal) | 6948 6254 6301 | 71.27 6546 6544 | 6414 6208 6166  67.20 64.89 64.60
Communily-GraphRAG (Global) | 60.76 5499 5448 | 61.15 5552 5505 | 4572 4760 4516 4833 4356 46499

 RAG excels on detailed single-hop queries.
* GraphRAG, particularly CommunityGraphRAG (Local), excels on multi-hop queries.
*  Community-GraphRAG (Global) often struggles on QA tasks.

* KG-based GraphRAG also generally underperform on QA tasks due to the incomplete graph.

RAG vs. GraphRAG: A systematic evaluation and key insights. arXiv 2025



RAG vs. GraphRAG: QA Task

RAG and GraphRAG are Complementary!

GraphRAG Correct GraphRAG Wrong GraphRAG Correct GraphRAG Wrang GraphRAG Correct GraphRAG Wrang GraphRAG Correct GraphRAG Wrong
€ ©
(L] (=] (=]
3 - 3
5 £l 136 19.4 £
(L] (L] (L]
] H 2
(a) NQ (b) Hotpot (¢) MultiHop-RAG (d) NovelQA
. AAG Bl RAG
B GraphRAG B GraphRAG
704 Il Selection 5 B Selection
N Integration N (ntegration
g g
g 5
E E s
Ze0 €
B G 6
55 55
50 50

Hatpat  MultiHop-RAG  NowvelQA Hotpot  MultiHop-RAG  NovelQA

(a) Llama3.1-8B (b) Llama3.1-70B

Combining RAG and GraphRAG yields better performance!

RAG vs. GraphRAG: A systematic evaluation and key insights. arXiv 2025




RAG vs. GraphRAG: Summarization Task

Ground Truth (Human Answer) as Judge

Table 4: The performance of query-based single document summarization task using Llama3.1-8B.

| SQuALITY | QMSum
Method | ROUGE-2 BERTScore | ROUGE-2 BERTScore

| P R FI P R FI | P R F1 P R F1
RAG 15.09 874 1008 7454 81.00 77.62 2150 3.80 632 81.03 84.45 82.69

KG-GraphRAG (Triplets only) 1199 6.16 741 8246 8430 83.17 | 1371 255 4.15 80.16 82.96 81.52
KG-GraphRAG (Triplets+Text) | 15.00 9.48 10.52 84.37 85.88 8492 | 16.83 332 538 8092 83.64 8225
Community-GraphRAG (Local) | 15.82 8.64 10.10 83.93 85.84 84.66 | 20.54 335 5.64 80.63 84.13 8234
Community-GraphRAG (Global) | 10.23 6.21 699 82.68 8426 8330 (1054 197 323 7979 8247 81.10
Integration 15.69 9.32 10.67 74.56 8122 7773|2197 3.80 634 80.89 8447 82.63

Table 5: The performance of query-based multiple document summarization task using Llama3.1-8B.

‘ ODSum-story | ODSum-meeting
Method | ROUGE-2 BERTScore | ROUGE-2 BERTScore

| P R FL P R FL | P R Fl P R F1
RAG 1539 844 9.81 8387 8574 84.57 | 1550 643 877 83.12 8584 8445

KG-GraphRAG (Triplets only) 11.02 556 6.62 8209 8391 82.77 | 11.64 4.87 658 81.13 84.32 82.69
KG-GraphRAG (Triplets+Text) 9.19 582 6.22 7939 8330 81.03 | 1197 497 6.72 8150 8441 82.92
Community-GraphRAG (Local) | 13.84 7.19 849 83.19 85.07 83.90 | 15.65 566 802 8244 8554 8396
Community-GraphRAG (Global) | 9.40 4.47 5.46 8146 8354 8230 | 11.44 3.890 559 8120 84.50 82.81
Integration 14777 855 9.53 8373 8556 84.40|15.69 6.15 851 82.87 8581 84.31

RAG aligns more closely with human-written answers.

RAG vs. GraphRAG: A systematic evaluation and key insights. arXiv 2025




RAG vs. GraphRAG: Summarization Task

LLM as Judge

1.0 ) 1.0
|- RAG-Order 1

1.0 10
8 RAG-Order 1

@8 RAG-Order 1
B GraphRAG-Gloabl-Order 1
@ RAG-Order 2
B8 GraphRAG-Gloabl-Order 2

I GraphRAG-Local-Order 1
@38 RAG-Order 2
@8 GraphRAG-Local-Order 2

I GraphRAG-Gloabl-Order 1
B8 RAG-Order 2
B8 GraphRAG-Gloabl-Order 2

I GraphRAG-Local-Order 1
B3 RAG-Order 2
@ GraphRAG-Local-Order 2

o
o
o
o
e
o
o
o

‘- RAG-Order 1

e
(=]
e
)
e
o
e
o

Proportion

Proportion
o
-

Proportion
I
-

e
>

Proportion
°
-

o
N
o
)

e
N
o
N

0.0 0.0 0.0

Comprehensiveness Diversity

Comprehensiveness  Diversity Comprehensiveness  Diversity

°'°Comprehensiveness Diversity

(a) QMSum Local (b) QMSum Global (c) ODSum-story Local (d) ODSum-story Global

1. Strong position bias is observed

2.  Community-based GraphRAG with global search prefers corpus global structure

RAG vs. GraphRAG: A systematic evaluation and key insights. arXiv 2025




Document Graph - Future Works

1. Graph Construction

a. Task-specific graph construction

b. Balancing efficiency and graph completeness

2. Retrieval and Traversal

a. Adaptive retrieval strategies based on query type and complexity

b.  Multi-hop retrieval with reasoning over graph structure

3. RAG and GraphRAG Integration
a. Analyzing the Pros and Cons of RAG and GraphRAG

b. Designing methods to combine their strengths

4. Evaluation

a. New benchmarks designed specifically for graph-based retrieval and generation

b. Proposing fine-grained evaluation metrics

Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024



Outline

\ 4

Query/Task Processor

I
" @
o -

—>| Retriever
Query/Task . Open-world Knowledge base:

Request

L

Generator Organizer
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Document i Knowledge i i Coffee i Reasoning | Scientific i i Conclusion i
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Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024



Knowledge Graph - What are Knowledge Graph (KGs)?

Edge Type = Relation

/ Jamal Murray \
Node = Entity

0.9 "




Knowledge Graph - What are Knowledge Graph (KGs)?

Fact = ( ﬁligih , Teammate of, mglh )

Nikola Joki¢ Jamal Murray
\ 4 \ 4
Head Entity Tail Entity

Jhgh

Jamal I'I.I'Iur'r:;'q.lr




Knowledge Graph - Tasks

Question Answering

If it is not used for hair, a round brush is an example of what?

A. hair brush B. bathroom C. art supplies*
D. shower E. hair salon

QA context

QA context

Node

- Choice
~ . Entity

Question
Entity .~
-~

5
-~
-

Knowledge graph

. @ QA-GNN: Reasoning with Language Models and Knowledge Graphs for Question Answering. NAACL 2021 52
—



Knowledge Graph - Tasks

Fack Checking

Claim: Yeah! Actually AIDA Cruise line operated a
ship which was built by a company in Papenburg!

Evidence:

-
DBpedia
operator builder location
AIDA AIDA Meyer Papen-
Cruises Stella Werft burg

Label: SUPPORTED

FactKG: Fact Verification via Reasoning on Knowledge Graphs. ACL 2023



Knowledge Graph - Tasks

Knowledge Graph Completion

(iven:

( ,.,gg;h , Lives In, ??7? )
Nikola Joki¢

ﬂ&ﬂ Lives In

¥
Given . Nikola Jokié %, :.L;' <5
: ,hafo
I Of
g Lives In g
eyl N [N

Jamal Murray

Nikola Joki¢ Dve O

0 w-t_,_,aw@ 54




Knowledge Graph - Using KGs for GraphRAG

em 9

e o o e o e e e e e e e — — —




Knowledge Graph - Using KGs for GraphRAG

e — — — — — —

Retrieved |
Information |




Knowledge Graph - Using KGs for GraphRAG

e — — — — — —

Retrieved |
Information |

Denver, Colorado




Knowledge Graph - How are KGs are Constructed?

1) Manual Construction
* Done via human annotation

* Popular example is the WikiData database

Wikidata: a free collaborative knowledgebase. Communications of ACM 2014



Knowledge Graph - How are KGs are Constructed?

Entity ~—— Geoffrey Hinton (q9zs94)

place of birth £ Wimbledon
+ 1 reference
g
father E. Hi

Facts with Hinton —
° < signed e
as Head Entlty = 0 references

Wikidata: a free collaborative knowledgebase. Communications of ACM 2014



Knowledge Graph - How are KGs are Constructed?

1) Manual Construction
® Done via human annotation

® Popular example 1s the WikiData database [1]

| 2) Rule-Based Construction
|
I

3) LLM-Based Construction

|

|

I [ ] [ ]

. Covered in last section
|

|

|

Wikidata: a free collaborative knowledgebase. Communications of ACM 2014



Knowledge Graph - Pipeline for GraphRAG on KGs

| { Query/Task Processor ]
X7
“ —_ E== Q @ v
= \O { Retriever ]
Query/Task Open-world Knowledge base
Request
I ( L [ L
l Generator I l Organizer ]

Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024



Knowledge Graph - GraphRAG for KGs

o A key difference in KG GraphRAG frameworks is the retrieval method
o “How do we retrieve relevant facts for our query?”

o Keys retrieval strategies:
o Subgraph-based
o Traversal-based
o GNN-based
o Other (Agent, Semantic similarity)




Knowledge Graph - GraphRAG for KGs

o A key difference in KG GraphRAG frameworks is the retrieval method
o “How do we retrieve relevant facts for our query?”

o Keys retrieval strategies:
© Subgraph-based: MindMap [1]
o Traversal-based: RoG [2]
0 GNN-based: SubGraphRAG |[3]
o Other (Agent, Semantic similarity)

[1] "MindMap: Knowledge Graph Prompting Sparks Graph of Thoughts in Large Language Models”. ACL 2024.
[2] “Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning.” ICLR 2024.

[3] “Simple is Effective: The Roles of Graphs and Large Language Models in Knowledge-Graph-Based Retrieval-Augmented
Generation.” ICLR 2025.

0 .0 ;
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Knowledge Graph - Reasoning on Graph (RoG)

Motivation: How to extract a subset of “faithful and reliable” paths for the query?

Basic Idea: Extract relevant paths from a KG for a given query

Knowledge Graphs (K6s)

Relation Paths Z /

: born_in — city_of ., bern_in city_of

;; : g:adulti:_:rci £ Ineataali e e . L m&::.ﬂ ton ———— USA located_in

z3 : profession —+ work_in —+ city_of : Planning Optimization * Joe Biden S ——0=T08, University of Delaware ————— USA
Eri:n;pr: Fl‘lzqsa gen:r:{re Py(zlq) QJ Pr-nmpL: Plfinse a}r:swer* the
elpful relation paths tor . . uestion based on the reasoni
answering the question. @ Planning ® Reasoning k paths and explain why. "~

z . Answer: The answer is
GQuestion: What is the |=:> 4 ]
Large Langu Models (LLMs >
[nﬂtiumlihr of Joe Biden? ] v = ) Py(alg, 2, G) \_USA because ....

Instruction
Inference Finetuning | T TR RITETT

= LI R G .......

a Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning. arXiv 2024



Knowledge Graph - Reasoning on Graph (RoG)

Motivation: How to extract a subset of “faithful and reliable” paths for the query?
Basic Idea: Extract paths that follow specific templates, outputted by a LLM

Knowledge Graphs (K6s)

Relation Paths 2 /
z] :born_in — city_of 2 born_in city_of
29 : graduaten_from — located_in S T===s=ss==s==== N S Tm:_s;::.n ton ———— USA located_in
z3 i profession —+ work_in —+ city_of | | pPlanning Optimization ° Joe Biden E~—"— "%, University of Delaware — 3 USA
[ I__'g_ _________ L
P
Eri:n;pr: Fl‘lmsa gen:r:{re Py(zlq) mepL: Please answer the
elpful relation paths for . . question based on the reasoni
answering the question. @ Planni 1.(‘., ® Reasoning paths and explain why. "~
F b

rnmr: The answer is J

== ¢ Large Language Models (LLMs) ===

{ Question: What is the J

nationality of Joe Biden? Pylalq. Z,6) USA, begc'uuse
ey > @ R S )
Inference I.;’:‘ﬂ;%ﬂ:fg"  Reasoning Optimization !

a Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning. arXiv 2024



Knowledge Graph - MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths

Doctor Ihavebmfuungveqfnmmdymdmyobdommfedsmmd
mtmdsoupmmmgjmum Could it be a liver problem? :

“WWMW“MMMOuOE ﬂ \f“‘_-' g

------------------------ LLM reasoni
1 ® 6PT-3. SIGPT-4 R > @ . liver problem
&®

‘ ! @ Document retrieval + gpt eye deviation . . B .
. B e e e S ':;: ....... 4 mmm "m . i d f :
HS bm25 [N s double visicn eye olignment disorder =

P . = S ®
: | e _ » offectstheeyes T @ » Chalazion

} “Sharp abdominal pain®
mybcosywmof' (,%

b byt :
et i . @ + Choledocholithiasis @:

®

Evidence n

MindMap: Knowledge Graph Prompting Sparks Graph of Thoughts in Large Language Models. ACL 2024



Knowledge Graph - MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths

§Doctorlhavebmfuungvequmdymdmyobdommfedsmmd
1 tender. I am also experiencing joundice in my eyes. Could it be a liver problem? :
i xsmmhgspammphofwnmu.unuoi ™ I\'(\‘—'

:5 X

E‘ @ Document retrieval + gpt |  eyedeviation . @3

s B ey » mmm "m E
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12}
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Evidence n

MindMap: Knowledge Graph Prompting Sparks Graph of Thoughts in Large Language Models. ACL 2024



Knowledge Graph - MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths

§Doctorlhavebmfuungvequmdymdmyobdommfedsmmd
1 tender. I am also experiencing joundice in my eyes. Could it be a liver problem? :
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MindMap: Knowledge Graph Prompting Sparks Graph of Thoughts in Large Language Models. ACL 2024



Knowledge Graph - MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths

Doctor Ihavebmfuungveqfnmmdymdmyobdommfedsmmd
nndsr I am also experiencing joundice in my eyes. Could it be a liver problem?
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MindMap: Knowledge Graph Prompting Sparks Graph of Thoughts in Large Language Models. ACL 2024



Knowledge Graph - MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths

§Doctorlhavebmfuungvequmdymdmyobdommfedsmmd
1 tender. I am also experiencing joundice in my eyes. Could it be a liver problem? :
: i K6 Prompting Sparks Graph of Thoughts in LM 5115 & ™ I\'(\‘—‘
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MindMap: Knowledge Graph Prompting Sparks Graph of Thoughts in Large Language Models. ACL 2024



Knowledge Graph - MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths

ettt S ettt e i it Sty ! T T En : r-"‘-"""'“"".
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Knowledge Graph - MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths
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Knowledge Graph - MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths
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Knowledge Graph - MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths
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Knowledge Graph - MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths
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Knowledge Graph -

MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths
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Knowledge Graph -

MindMap

Motivation: Explainable and diverse reasoning process to mitigate hallucinations

Basic Idea: For a query, extract both relevant subgraphs and paths
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Knowledge Graph - SubGraphRAG

Motivation: There is a tradeoff between retrieval efficiency and reasoning abilities

Basic Idea: Use a GNN to learn how to extract the important paths for the query

<

2 "Which organizations have business partnerships with at SubgraphRAG : — ) @ list of answers: \

& n Musk, df TR 1€ % [Nvidia, Nasa)

%, and BillGates Step 1 - Topic entity ];, extraction: . ‘%
e et e e ot | Step 2 - Subgraph G, extraction: The reasoning is as follows.
‘ A\? Step 2.1 - Structural Feature Construction
' . AR 3 . Nvidia has business
3 Optto;\ 1: Directional Distance Encoding (used) ourtaerships with:
! / z, = z.(G, q), bidirectional-propagation(s) || 1. Tesla founded by Elon
P payral ! f s is one-hot encodings of T, Musk
! 2. Amazon founded by Jeff

" l 5 / ! Optuon 2: GNNs (not used) Bezos
. sPACEX > 4 ! Step 2.2 - Extract Relevant Triples in Parallel 3. Microsoft founded by
; Y B¥ Microsoft BLUE DRIGIN ! Top K triples m{( .Y' 2 TJ [T E] ] Bill Gates
] L - dee—pe e
: o Relationships : ot 4 - Nvidia was not founded by
i o —» company founder ; Step 3 - LLMs for reasoning over G, Elon Musk, Jeff Bezos, or Bill
' b~ - <—» business partnership . { “Use the triples in the list as J ‘Fq @ Gates.
3 e N Cﬂ evidence to answer the question” - ) /

Simple is Effective: The Roles of Graphs and Large Language Models in Knowledge-Graph-Based

Retrieval-Augmented Generation. ICLR 2025



Knowledge Graph - SubGraphRAG

Motivation: There is a tradeoff between retrieval efficiency and reasoning abilities

Basic Idea: Use a GNN to learn how to extract the important paths for the query
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Knowledge Graph - SubGraphRAG

Motivation: There is a tradeoff between retrieval efficiency and reasoning abilities

Basic Idea: Use a GNN to learn how to extract the important paths for the query

<
2 “Which organizations have business partnershup_s 'wuth>at a SubgraphRAG ; — h @ list of answers: \
= — 6 Step 1 - Topic entity 7, extraction: ﬁ & % [Nvidia, Nasa]
| .
--------- P e e e S e e LR DB EDT 7 @ETSCHON: The reasoning is as follows.

Step 2.1 - Structural Feature Construction

E . AR 3 . Nvidia has business

3 Optto;\ 1: Directional Distance Encoding (used) ourtaerships with:

1 0 z, = z.(G, q), bidirectional-propagation(s) || 1. Tesla founded by Elon
P payral f s is one-hot encodings of T, Musk

2. Amazon founded by Jeff

l / R, / ] Optuon2 GNNs (not used) Bezos
P 4
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e ho <«—+ business partnership {3 “Use the tripies In the list as @ Gates.

' . I: L8 ﬁ\ evidence to answer the questnonj‘ﬁ et se ) /

............................................................

Simple is Effective: The Roles of Graphs and Large Language Models in Knowledge-Graph-Based

Retrieval-Augmented Generation. ICLR 2025



Knowledge Graph - Future Work

1. How to best construct KGs? What granularity should the node/edges be?

2. How do we harmonize the internal LLM knowledge and retrieved KG knowledge?

3. What’s the best way of organizing the triples or paths for the LLM?

Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024
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Reasoning & Planning Graph

What is Reasoning?

Thinking logically and systematically
Using Evidence/past experiences for drawing conclusion and decision-making

What is Planning?

Formulating a series of actions or operations to achieve a specific goal.

Reasoning and Planning are deeply interconnected in RAG

Parallel

) . ==
Make Cal ]

ake Calzones /

i

Preheat the oven to 425 degrees — 10 minutes
Roll out the dough — 10 minutes ‘

Add the filling — 15 minutes

Sequential
: : -0 = 58 \ 5§
Fold and pinch the dough — 5 minutes Sn— ™ _’C\D_ﬁm Pl

Bake the calzones — 25 minutes )
lgl f x @ ]

Graph-enhanced Large Language Models in Asynchronous Plan Reasoning. ICML 2024



Reasoning & Planning Graph

Reasoning and Planning are deeply interconnected in RAG

s 0 B ;
. \ El=1EY 1=

Preheat the oven to 425 degrees — 10 minutes
Roll out the dough — 10 minutes - Sequential
Add the filling — 15 minutes P Qo [EE=

S8 59
Fold and pinch the dough — 5 minutes ﬂ@)ﬂ" _’_’Q"m
Bake the calzones — 25 minutes

g font)

°=° @

* Retrieving task components, €.g., actions, time

Make Calzones

03
—

&~
A
=
=

>

Y

* Reasoning about dependencies

* Planning the execution order

Graph-enhanced Large Language Models in Asynchronous Plan Reasoning. ICML 2024



Reasoning & Planning Graph

Why Reasoning and Planning Graphs are Important in GraphRAG?

* Dependences/sequences to capture relations, e.g., Causal and Resource Dependency

* Structuring the Retrieval Process

Preheat oven

T ————
-~y

\

¥ Text Generotion Video Generation

\ oseripto 5
\
\ Audio Generation Video Editing
s
s

Roll dough  Add filling Fill dough Bake

-
________

Resource Dependency Causal Dependency Temporal Dependency
Shenetal. 2024 LUCAS 2024 Lin 2024

Common Dependencies in Graph Construction

0 .0 »
oS




Reasoning & Planning Graph — Task Planning

Task Planning: Retrieve/generate plan of steps/tools in graph format

HuggingGPT: Generation-based Planning

Please generate an image where a girl is reading a book, and her pose is the same as the boy in the image
example.jpg, then please describe the new image with your voice.
\. ) J
[J
Planning Graph: , \_Reauest ) ‘
° . . .
Stage #1: Task Planning Stage #2: Model Selection
[T1] [T3] L) I [ frmmmmmemmme s s s

________________________________________________ g 5

| task: pose-det. i: task: image-class. 1| task: image-to-text i i task:pose-det. ! /| In-context task-model assignment: ) 1

. I args: |1 args: || args: [ I —————— ' Qh ti |

. ) [ [ ] [ [ I ustvl/yolos-tiny ]

® Capture dependenc 1€S | _ mage: examplepg || image: <resource2> || _image: <resource-2> || | Query | | facebook/detr-resnet-101 :

I ~TTTTTTTT0 U €D TahaDouaji/detr-doc-table-detection |

: m2]____ — | task: object-det. [ |

and execution orders rmsenpeo TR AR N S | ores | RT— |

............... i ; -

| args: |1 task: object-det. ¥ xt-to-speech 1| | | image: <resource-2> , ' !

| text:a reading girl :: args: :: args: 1 ! 1

! image: <resource-1> |1 image: <resource-2> 1! text: <resource-5> | .

* Guide APIs retrieval {

“  Stage #3: Task Execution

Stage #4: Response Generation

[ ] 1 1 -Mm -{T1] pose-det. HT4] object-det.
Gulde IIlteI' Odel po Iy Hybrid Endpoints ! openpose facebook/detr-resnet
: . task, args, model | | i Bounding boxes [image-2] [bounding box]

------------ 1| HuggingFace Endpoint | |with probabiliti

Coop eratlon Foo T i qugbmi jce R = ro0atiiies HT2] pose-to-image  HT5] image-to-text
| obj-det. <resource-2> | | (facebook/detr-resnet-101) |4 L -
LT ! T .S 1 lym/sd-ctl-pose nlpconnect/vit-gpt2
| facebook/detr-resnet-101} ) L ! \l!.’é\/ | Predictions [image-3] “a girl sittingon ...”
S | Local Endpoint ! — HT3] image-class. HT6] text-to-speech

] .

i task,args, model ! ! (facebook/detr-resnet-101) | | google/vit facebook/fastspeech
"""""""" b [classes with prob] [audio-1]

HuggingGPT: Solving ai tasks with chatgpt and its friends in hugging face. NeurlPS 2023




Reasoning & Planning Graph — Task Planning

How to enable LLLMs conduct task planning?

Prompt

#1 Task Planning Stage - The Al assistant performs task parsing on user input, generating a list
of tasks with the following format: [{"task": task, "id", task id. "dep": dependency_task ids
|"args": {"text": text, "image": URL, "audio": URL, "video": URL}}|. The "dep" field
denotes the id of the previous task which generates a new resource upon which the current task
relies. The tag "<resource>-task_id" represents the generated text, image, audio, or video from

g SpCCiﬁC atl On—bas ed the dependency task with the corresponding task_id. The task must be selected from the following
. options: {{ Available Task List }}. Please note that there exists a logical connections and order
Instructl on between the tasks. In case the user input cannot be parsed, an empty JSON response should be

provided. Here are several cases for your reference: {{ Demonstrations }}. To assist with task
planning, the chat history is available as {{ Chat Logs }}, where you can trace the user-mentioned
resources and incorporate them into the task planning stage.

| Demonstrations
Can you tell me how many [{"task": "object-detection", "id": 0, "dep": [-1], "args": {"im
objects in el.jpg? age": "el.jpg" }}]

° : _ [{"task": "image-to-text”, "id": 0, "dep":[-1], "args": {"im
DemonStratlon based age": "e2.jpg" }}, {"task":"image-cls", "id": 1, "dep": [-1],
ParSin In e2.jpg, what’s the animal "args": {"image": "e2.jpg" }}, {"task":"object-detection", "id":

g and what’s it doing? 2, "dep": [-1], "args": {"image": "e2.jpg" }}, {"task": "vi-

sual-quesrion-answering", "id": 3, "dep":[-1], "args": {"text":
"what’s the animal doing?", "image": "e2.jpg" }}]

First generate a HED image
of e3.jpg, then based on the
HED image and a text “a
girl reading a book”, create
a new image as a response.

[{"task": "pose-detection”, "id": 0, "dep": [-1], "args": {"im
age": "e3.jpg" }}, {"task": "pose-text-to-image", "id": 1, "dep":

[0], "args": {"text": "a girl reading a book", "image": "<re-
source>-0" }}]

HuggingGPT: Solving ai tasks with chatgpt and its friends in hugging face. NeurlPS 2023




Reasoning & Planning Graph — Task Planning

Challenges of Generation-based Task Planning

* Hallucinate non-existent tasks or dependencies (edges)

* Not invariant to graph isomorphism

* Performance degrades as the task graph scales

Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024



Reasoning & Planning Graph — Task Planning

Retrieval-based Task Planning

Model Structure (Main Experiments) h - Positive Task

. Extract text from the B . BPR o —

i image file “image.jpg” LM p ™ Lussﬁ‘ QI@}

: S,Ffp D.g;{‘nprfgﬂ ﬁtE‘-ﬁ\.. —Task Graph Text‘tﬂ'm.ﬂgﬂ

Negative Task

* Small frozen LM embeds sub-steps/task nodes in the pre-built task graph

* A GNN is applied over the task graph
* Propagate information via pre-built dependencies
* Refine node embeddings

* Retrieve matching tasks in the pre-built graph for sub-steps via similarity

Can Graph Learning Improve Planning in LLM-based Agents? NeurlPS 2024



Reasoning & Planning Graph — Multi-Step Reasoning

Multi-step Reasoning: Solving problems via multiple calculations/steps

Question: Which publications from Altair Engineering authors focus on
improving directional sensitivity across a wide range of frequencies?

l

Institution < Altair Engineering > — Author — Paper < improving directional
sensitivity across a wide range of frequencies >

N A VA=

Institution Author Paper

0 .0 ;
pS




Reasoning & Planning Graph — Multi-Step Reasoning

Toolchain®: Efficient Action Space Navigation

(a) Selection: (b) Expansion: (c) Update:
Pick a frontier node with the Expand the nodes with Update the value functions
lowest summation of cumulative potential next steps. of the newly added nodes in
cost and future cost the search tree.

)

NSy

Multi-step Reasoning — Graph Search; Node — API Function Call; Edge — Possible Transition

Monte Carlo Tree Search vs. A* Search MCTS: Simulates many random rollouts to

* A*: one-step based on cost function : log N(n)
terminal states Q(n,a) + ¢ |———
f(n) = g(n) + h(n) Qn, a) N(n,a)
g(n) cumulative cost from the root node to * Q(n,a) average reward from history
the current node n log N
L gN(n)
e h(n) heuristic estimation of the future cost ° N(ma) encourages less-explored

from node n to the goal :
actions

Toolchain*: Efficient action space navigation in large language models with A* search. ICLR 2024




Reasoning & Planning Graph — Multi-Step Reasoning

Case Study Comparison

Take Shower Take Shower
! ToolChain* Exploration Space L 3 i
[ WalkTo(bathroom) ] [WaIanl[hath roam) ]
ReAct E:plnratmn T -,7{-./ \ |

Space WaMb{shmrJ ~[Wa|km[hedmcm}| [ WalkTo{shower) ] e Structured Exploration

/ \_ \_ | Instead of Greedy Paths

Find(shower) | TurnTo(shower) l-‘md(snap} Find(clothes) ] | Find(shower) J

"\
b
-
= b
- LY
¥ LY Y

| SwitchOn(shower) ] [Tuan-[showm'} [Turnl:lnl:shnwer] ] [ Grab(soap)
l l T
] |

—=ToolChain* Exploration [—__]Problem Description [ | ToolChain® Explored Nodes [ ReAct Solution
—=ToolChain® Execution ~ —= ReAct Execution [ Toolchain® Solution [ correct Answer

| * Cost-guided Retrieval
TurnTo(shower) | with Reasoning Flow

ToolChain* retrieves and reasons over a dynamically growing action graph

Toolchain*: Efficient action space navigation in large language models with A* search. ICLR 2024



Reasoning & Planning Graph — Multi-Step Reasoning

DARG: Dynamic Evaluation via Adaptive Reasoning Graph

—-[ Reasoning Graph Construction }— ,—{ Graph Interpolation } - { New Data Point verification }ﬁ
"" Reasoning Tasks . o Code-Augmented
i § o Complexity Definition g LLM Agent
q ) [
b ‘ —' Code Output !
Q“é Math (GSM&K) Numerical Complexity @ . >
. . aney, Graph Depth # Numb?r' of food items and branches
Question: A robe takes 2 bolts of blue fiber Q“ total items = 2023

Graph Width branches = 119

and half that much white fiber. How many additional= 926

bolts in total does it take?

Solving Process: It takes 2/2=1 bolt of white . # Calculate the number of items each branch
fiber. So the answer is 2+1=3. Graph Interpolation per_branch = total_items // branches
Label:3 "'.' P,'J Increase Graph-to-text # Total items after adding additional items
- - div How many food items total_items_main = per_branch + additional
@ " will the main branch W orint th
% a P 1 rin e answer
LC have if 2023 items are P
ompare div_by # s I print(total_items_main)
K evenly divided among .ﬁ
o f Graph Rule-based label add), N9 branches, and the
pane Constructlon verification *, main branch receives an 9

-..,.| additional 926 items? incorrect '

. Width Increase e
o\dl‘v :. - labels —| Code Output I[
add | . % i Denth Increase T e
4 ‘ pth Increase
oih T fo = g> e OF
o/a:jd 9 0 Verified l Correct
enf Label

sub by) o/
inconsistent Consistent ok b New Data
labels labels Points
L o)

Reasoning graphs are powerful for reasoning ability evaluation

* Enable Structural Complexity Control
 Make LLM Reasoning Observable and Measurable
* Answer questions by retrieving underlying reasoning graph — Logic Fetching

a DARG: Dynamic Evaluation of Large Language Models via Adaptive Reasoning Graph. NeurlPS 2024



Reasoning & Planning Graph — Multi-Step Reasoning

—— GPT-4 Turbo —— Mixtral 8*7B —— Command R+ —— Mistral 7b DeepseekMath
GPT-3.5 Turbo Gemini-1.5-Pro —— Llama3 8B —— WizardLM 8*22B — GPT-40
—— Llama3 70B Mixtral 8*22B —— Phi3-mini Claude3-Opus Gemini-1.5-Flash
\ 0.91 0.9 \5\\\
0.8- 0.81 N
N 0.8
> 0.71 N
EO.G |
o 071 0.6
2
4 051
0 0.6
0.44
0.2 0.5 031
Original  +2 +4 +6 +8  Original +1 +2 +3 +4  Original  +1 +2 +3 +4

Width Increase

e div
'\ add
div_by

sub_by ;

add

Numerical Complexity Increase

a <

Depth Increase

ub_by

zub
add

DARG: Dynamic Evaluation of Large Language Models via Adaptive Reasoning Graph. NeurlPS 2024



Reasoning & Planning Graph — Augment Retrieval Itself

MoR - Mixture of Structural and Textual Retrieval

Organizing by Structural
~1 Planning via Textual Graph Generation [~ 7 Reasoning via Mixed Traversal / g lZRegrazker uetu

Planning Graph | [ Planning Paths |

" Path 1: Institution —» Author — Paper (" Path 2: Field of Study — Paper A
Instituti

L ADLAL

<Point Park
Uni versity>

g Structure-aware Reranking

Publications by Point Park University authors Structurally . Textually » a o e e
on stellar populations in tidal tails =) Neighbor O Node
J

Des cription

@

Retrieval - Retrieval
\ J \ .

Top-K
\ v

Planning - Given a query, generate its planning graph

Reasoning - Mixed traversal guided by generated planning graph
» Structural retrieval via graph traversal

* Textual retrieval via textual matching

Organizing - Structure-aware Rerank to select top-k candidates

Mixture of Structural-and-Textual Retriever over Text-rich Graph Knowledge Bases. arXiv 2025



Reasoning & Planning Graph — Augment Retrieval Itself

(a) Textual Retrieval Query Request Structural Retrieval

Q: Publications by Point Park Q: Publications by Point Park
University authors on stellar ‘.}’ University authors on stellar
populations in tidal tails 1 ) \ populations in tidal tails

(" Textual :\ (Structural A ) Author
Retrieval —Q Retrieval ‘I

<P @

Paper Title:
A tale of two tails: exploring
stellar populations in the
tidal tails of NGC 3256

Abstract: We ... probe the
chaotic regions of tidal tails
in search of stellar

opulation ... Y.
(b) Textual vs Structural vs Mixture Retrieval (c) MAG Paper Management Retrieval System
70
¢y Textual Retriever
== Structural Retriever
w0 e Mixture-of-Retrievers
_ 51.27
E 50
E 40
L
w
— 30
=7
=
= 20
10 QText + QStruct
MoR Text Struct
oL 722 |QYOR| >[QTextu @strue!|
Amazon

Mixture of Structural-and-Textual Retriever over Text-rich Graph Knowledge Bases. arXiv 2025




Reasoning & Planning Graph — Augment Retrieval Itself

Interleaved Reasoning and Retrieval via Reinforcement Learning

What is a suitable cloud server configuration on AWS Bedrock for
training a LLaMA70B under $75/hour?

Reasoning

y

;'"<Reas0n> The user wants to train LLaMA-70B, which requires large-memor);’
i{GPUs (= 80GB), multi-GP U parallelism, and high-speed networking.
i<Retriever Type> Semantic Matching

i<Input Query> GPU-Optimized Instances, LLaMA-70B ?
q°°p
Retrieving
4
<Retrieve> Capability Matching N
<Info> AWS: 8xNVIDIA H100 80GB GP Us, $98/hour

Reasoning
Y.

'<Reason> The user may need a hybrid solution combining cheaper instan ces;
with memory optimization strategies.

<Retriever Type> Optimization Strategy Retriever 7
<Input Query> Optimization techniques for LLaMA-70B ‘m’
Retrieving

Y
<Retrieve> Optimization Strategy Retriever (LLaMA-70B)

N
<Info> 4-bit quantization enable training LLaMA-70B on 16 x A100
40GB GPUs within $70/hour range.

0 @ Search-R1: Training LLMs to Reason and Leverage Search Engines with Reinforcement Leaming. arXiv 2025 98
¥



Reasoning & Planning Graph — Augment Retrieval Itself

Interleaved Reasoning and Retrieval via Reinforcement Learning

*  Multi-turn reasoning with real-
time search (<think>, <search>,
<information> tokens)

* Retrieved token masking for
stable RL training

* Simple outcome-based reward to
supervise the reasoning +
retrieval behavior.

Algorithm 1 LLM Response Rollout with Multi-Turn Search Engine Calls

Require: Input query x, policy model 714, search engine R, maximum action budget B.
Ensure: Final response y.

1: Initialize rollout sequence y < @

2: Initialize action count b <— 0

3: whileb < Bdo

21:

Initialize current action LLM rollout sequence y; < @
while True do
Generate response token y; ~ 1p(- | x, ¥ + yp)
Append y; to rollout sequence y;, +— vy, + y:
if y; in [</search>, </answer>, <eos>] then break
end if
end while
Yyt
if <search> </search> detected in y;, then
Extract search query q < Parse(y, <search>,</search>)
Retrieve search results d = R(q)
Insert d into rollout y < y + <information>d</information>
else if <answer> </answer> detected in y;, then
return final generated response y
else
Ask for rethink y <— y+ “My action is not correct. Let me rethink.”
end if
Increment action count b < b+ 1

22: end while
23: return final generated response y

0 a Search-R1: Training LLMs to Reason and Leverage Search Engines with Reinforcement Leaming. arXiv 2025
—
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Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024



Scientific Graph

What is scientific graph?

Microscopic Macroscopic
Dexamethasone
S 0 O
40
; f/ EMO
O __LJSEE.I in Treutﬂ"'ffi} .
Glucocorticoid Covid-19

Preventative for
> O
Remdesivir

Respiratory disease

O

What kind of tasks can we do on scientific graph?

a <

101



Scientific Graph - Molecule Generation

Molecule Generation

Coarse-grained Fine-grained Conformation
Diffusion Generation » » Assembling
—_— —_— | —
1 l ®“.__,0 et
Random Noise High-level Feature + Coordinates Fragment 3D Graph Drug-like 3D Molecules

* Random Noise: Initialize fragment feature vectors and 3D positions as random noise.

* Coarse-grained Diffusion: Diffusion-denoise fragment features and coarse 3D
positions to form a high-level scaffold.

* Fine-grained Generation: Employ an Equivariant GNN with iterative refinement to
predict fragment bonds and precise atomic coordinates.

* Conformation Assembling: Assemble fragments into a complete 3D molecule.

a Coarse-to-fine: a hierarchical diffusion model for molecule generation in 3D. ICML 2024
¥



Scientific Graph - Molecule Generation

Why GraphRAG for Molecule Generation?

Coarse-grained Fine-grained Conformation
Diffusion Generation » » Assembling
—_— —_— | —
1 l ®“.__,0 et
Random Noise High-level Feature + Coordinates Fragment 3D Graph Drug-like 3D Molecules

* Slow, resource-heavy generation: Efficient generation guided by retrieved high-performing
exemplar molecules.

* Lack of prior chemical knowledge: Introduce real molecules or fragments as structural
priors to improve generation quality.

 Lack of controllability: Guide the generation direction precisely based on retrieved
molecules with desired properties.

Coarse-to-fine: a hierarchical diffusion model for molecule generation in 3D. ICML 2024



Scientific Graph - Molecule Property Prediction

Molecule Property Prediction

Molecule property prediction is the task of using LLMs to predict a molecule’s
chemical properties from its structural representation.

( )

Instruction: Lumo is the lowest
unoccupied molecular orbital energy.

What's the Lumo value of this molecule?

: 4’[ Answer: 0.03eV]

| Molecule SMILES: CCC(O)CN(C)C=0

SMILES is a textual encoding of molecules topology, such as atom
types, bond types, and branching

O < 1o
S




Scientific Graph - Molecule Property Prediction

Why GraphRAG for Molecule Property Prediction?

7

Instruction: The assay is PUBCHEM-BIOASSAY:
NCI human tumor cell line growth inhibition assay.

Question: Is this molecule effective to this assay?
Input: CNC=0

~\

J

P
Instruction: The assay is PUBCHEM-BIOASSAY:

NCI human tumor cell line growth inhibition assay. Here
are some examples.

Examples:

CC(C)C(N)=0 No

O=CNC=Cclcccecl No

Question: Is this molecule effective to this assay?

Input: CNC=0

.

~N

—p> @ 4{ Answer: Yes J

—p> C @ 4’[ Answer: No ]

v

J

By retrieving exemplar molecules structurally similar to CNC=0 as demonstration and
including them in the prompt, the LLM can make accurate predictions.

0)fe @ <

105



Scientific Graph - Molecule Generation

Input molecule Input embedding Fused embedding Output molecule
; Information
4.9 kealmol [—*| Encoder —’IE—‘ o —OIB—‘ Decoder [—
;I_J Y =
E -8.4 keal/mol
Retriever + Shared
1 1 weights

S A . Retrieval module
) * Encoder } m : . :
......... ' ~ Pre-trained module |

-8.4 kcal'mol -10.3 kcal/mol -10.9 kcal‘'mol

Retrieved exemplar molecules Retrieved embeddings

Main problem: Data is scarce and Molecular Property Control is Difficult

Core idea: Retrieve a set of exemplar molecules to guide the generation model.

Retrieval-based Controllable Molecule Generation. ICLR 2023 106

0.9




Scientific Graph - Molecule Generation

Input molecule Input embedding Fused embedding Output molecule
T
3
Information Décoder.
-4.9 keal/mol | fusion ecoder —*
A
1 -8.4 keal/mol
Retriever + Shared
l s weights
\EL P 7 S A | Retrieval module
o 1?[;5 * Encoder } : . :
......... ' | g Pre-trained module |
(-84 kealimol  -103kealimol  -10.9 keal'mol emtasessesseesatmnnensesessaasntnsanasanes g
Retrieved exemplar molecules Retrieved embeddings

Retrieval Database: Collect exemplar molecules with desired properties.
Molecule Retrieval: Property filtering, then select top-K similar molecules using KNN.

Information Fusion: Use cross-attention to fuse input and exemplar embeddings for
molecule generation via a pre-trained transformer-based model.

0.9

Retrieval-based Controllable Molecule Generation. ICLR 2023 107




Scientific Graph - Molecule Generation

Retrieval “«

PO TR

Vina Score: -12.07
Pocket Docking Result

$

£ ¢4;
% !

Reference Pool

Condition

R

Docking

a - ™

‘

¥

Augmentation Diffusion

“~ o “
- a
Models
/s\ /‘\

211,59 Ve Soore: «10.03
J Generated Molecule
-1 Reference Molecules

Ranked by "0

Main problem: Molecule generation without target awareness — poor binding.

Core idea: Retrieve binding-aware references — guide diffusion to generate
target-specific, high-affinity molecules.

0 g Interaction-based retrieval-augmented diffusion models for protein-specific 3d molecule generation. ICML 2024 108



Scientific Graph - Molecule Generation

N
Retrieval “« rF& |
N S = Vina Score: -12.07
= Pocket S Docking Result
L Reference Pool e '
2 © | Docking
= s ) y
%’ I[ } :
&s N Augmentation Diffusibn
, ~
{ g *‘ '{ “ Modeﬁ ;
f
1150 VinaScom: 4003 LGenerated Molecule,,
Cop-i Reference Molecules
What is docking?

Predict and select small molecules that can effectively bind to disease-related protein targets.

Starting points for further optimization toward the development of drug candidates.

0 a Interaction-based retrieval-augmented diffusion models for protein-specific 3d molecule generation. ICML 2024 109



Scientific Graph - Molecule Generation

Retrieval “« } | N “\" ‘} > ¢

Vina Score: -12.07
Pocket Docking Result
$

noe

Reference Pool

Condition

R

Docking

(" ' )
¥

f
I } Augmentatiorl Diffusion

*?Ax '{ w Models

©11.59 Ve Soore: «10.03
J Generated Molecule

Ranked by Bindi

“ oo Reference Molecules

Why use graph-based retrieval?

» Ignore target protein structure — Poor binding when evaluated by docking.

* Retrieve strong-binding reference molecules — Guide diffusion model — Generate
protein-specific, high-affinity molecules.

0 @ Interaction-based retrieval-augmented diffusion models for protein-specific 3d molecule generation. ICML 2024



Scientific Graph - Molecule Generation

Retrieval “«

PO TR

Vina Score: -12.07
Pocket Docking Result

$

£ ¢4;
%3

Reference Pool

Condition

R

Docking

a - ™

¥

Augmentation Diffusion

-’g,\ "Y $/\ Models

Vina Score: «10.03
:-11.59 y Generated Molecule
. Reference Molecules

Ranked by 00

How to retrieve reference molecules?
* Target Pocket Encoding
* Retrieve Top-K Molecules

* Precompute Reference Pool
* Use for Generation

» Similarity Search (L2 Distance)

0 g Interaction-based retrieval-augmented diffusion models for protein-specific 3d molecule generation. ICML 2024 111



Scientific Graph - Molecule Property Prediction

Zero-shot Instruction Hybrid Instruction Tuning

Instruction: Lumo is the lowest unoccupied molecular
orbital energy. What’t the Lumo value of this molecule?
Input: CCC(O)CN(C)C=0

Few-shot Instruction

Instruction: The assay is PUBCHEM_BIOASSAY: NCI
human tumor cell line growth inhibition assay ... Here

are some examples.

SMILES: CC(O)C(N)=0 Structure-aware

label: No Demonstrations

SMILES: O=CNC=Cclcccecl

label: No Similarity

SMILES: COC(=0)C#CC(N)=0 | decreasing = . i i I
FAT | Mul-tl d?mam [rt%pertles &
— ' @ : 4 i
Is this molecule effective to this assay? | = ,
Input: CNC=0 I Chemicophysics Toxicity Pharmacokinetics Bio-activity

Main problem: LLMs lack domain-specific Knowledge

Core idea: MolecularGPT retrieve relevant molecules based on structure to enhance LLM.

a MolecularGPT: Open large language model (Ilm) for few-shot molecular property prediction. arXiv 2024 112



Scientific Graph - Molecule Property Prediction

Zero-shot Instruction Hybrid Instruction Tuning

Instruction: Lumo is the lowest unoccupied molecular
orbital energy. What’t the Lumo value of this molecule? ==
Input: CCC(O)CN(C)C=0

Few-shot Instruction

Instruction: The assay is PUBCHEM_BIOASSAY: NCI
human tumor cell line growth inhibition assay ... Here

are some examples.

SMILES: CC(O)C(N)=0 Structure-aware

label: No Demonstrations

SMILES: O=CNC=Cclcccecl —

label: No Similarity

SMILES: COC(=0)C#CC(N)=0 | decreasing = . i i I
FAT | Mul.tl d?mam [zr%pertles &
— ' @ : 4 i
Is this molecule effective to this assay? | = ,
Input: CNC=0 I Chemicophysics Toxicity Pharmacokinetics Bio-activity

Data Preparation: Collect (molecule, property) pairs
SMILES Conversion: Represent molecules as SMILES strings for input.

Neighbor Retrieval: Tanimoto similarity

a Moleculargpt: Open large language model (lIlm) for few-shot molecular property prediction. arXiv 2024



Scientific Graph - Molecule Property Prediction

A similarity metric between two
binary fingerprints A and B

What is Tanimoto similarity?

. ANB
T to(A. B) =
animoto(4, B) = o B AN B]

Data Preparation: Collect (molecule, property) pairs
SMILES Conversion: Represent molecules as SMILES strings for input.

Neighbor Retrieval: Tanimoto similarity

Molecular fingerprint similarity search in virtual screening. Methods 2015



Scientific Graph - Question Answering

LLMs for KG

. Successful appiication of Head Relation Tlll

Anmtmmm

o s | Exnt (55 st Aen
S
-

Evolving KG

e IIlmwl |

Literature Corpus Extracted Triplets Evolving KG

Question
Q: Following are )
predispositions to :
Alzheimer's disease
except . :
A). Down's syndrome !
B). Head trauma :
C). Smoking |
D). Low education group ’I

00,00 w0, g g om o om0 ou

- —— e - - - —

§
g
:
Input

!

- - —

Subgraph Sampling Selected Knowledge LLMs

Q: Following are \
predispositions to :
Alzheimer’s disease
except ___. :
A). Down'’s syndrome |
B). Head trauma :
C). Smoking |
b D). Low education group ’1

- —————————
~

Main problem: LLMs struggle to answer Alzheimer‘s Disease (AD) questions due
to limited integration of specialized biomedical knowledge.

Core idea: DALK augments LLMs with a scientific literature-derived knowledge
graph to improve reasoning on AD-related questions.

DALK: Dynamic Co-Augmentation of LLMs and KG to answer Alzheimer's

a <

Disease Questions with Scientific Literature. ACL 2024



Scientific Graph - Question Answering

LLMs for KG

Head Relation Tail
st o
— —— —_—
rsktactor | _Diabotes_|

Evolving KG

Extracted Triplets Evolving KG
I

Question
Q: Following are )
predispositions to :
Alzheimer's disease
except ___. :
A). Down's syndrome !
B). Head trauma :
C). Smoking |
D). Low education group ’I

o ——

00,00 w0, g g om o om0 ou

- —— e

§
g
:
Input

!

- - —

Subgraph Sampling Selected Knowledge LLMs

‘aQ Following are \
predispositions to :
Alzheimer’s disease
except ___. :
A). Down's syndrome !
B). Head trauma :
C). Smoking |

b D). Low education group ’1

e ettt

Entity Recognition: Use PubTator Central to identify biomedical entities.
Relation Extraction:

- Pairwise: LLMs describe pairwise relations.

- Generative: LLMs generate all triplets.

Evolving KG: Update KG to reflect new discoveries annually

DALK: Dynamic Co-Augmentation of LLMs and KG to answer Alzheimer's

a <

Disease Questions with Scientific Literature. ACL 2024


https://www.ncbi.nlm.nih.gov/CBBresearch/Lu/Demo/PubTatorCentral/

Scientific Graph - Question Answering

LLMs for KG ___Question
" Q: Folow =
Head  Relation Tail et A :
—— , P ispositions to "
risk factor Augment | Alzheimer's disease |
—_— — —> : except . :
EN ol LMI I A). Down's syndrome !
aes e “ee : B)- mad.tmuma :
Extracted Triplets Evolving KG | ©)-Smoking |

I

D). Low education group ’I

§
g
:
Input

‘aQ Following are \
predispositions to :
Alzheimer’s disease

except __. :

I
|
I
I

Sample
—

- - —

A). Down's syndrome

B). Head trauma

C). Smoking

b D). Low education group ’1

Evolving KG Subgraph Sampling Selected Knowledge LLMs

Entity Extraction and Linking for query
Path Exploration: K-hop path triplets of seeding nodes and their induced subgraph

Neighbor Exploration: Neighbor of seeding nodes and their induced subgraph

a DALK: Dynamic Co-Augmentation of LLMs and KG to answer Alzheimer's
W

Disease Questions with Scientific Literature. ACL 2024



Scientific Graph - Future Direction

Multi-modal GraphRAG for Scientific Graph

Motivation: Scientific data is inherently multi-modal:

* Text (Papers, Document)
* Image (Medical Images: MRI and CT)
* Table

Current GraphRAG mainly focus on text and structure separately.

Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024



Scientific Graph - Future Direction

Towards Trustworthy GraphRAG for Scientific Graphs

Motivation: GraphRAG has been really deployed in many high-stake scenarios

* Retrieval focuses on associative facts, not verified causal relations

* Generated answers lack scientific rigor and are less trustworthy

Building Causal Evidence Rule-based Retrieval-augmented Generation

Retrieval-augmented generation with graphs (GraphRAG). arXiv 2024
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https://github.com/Graph-RAG/GraphRAG/
https://github.com/Graph-RAG/GraphRAG/

Future Work 1 — GraphRAG on other domains
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Future Work 2 — GraphRAG Module Design

*  Query Preprocessor — Analyze Query Structure and Topology P w:“’:':w:'?

o0 OO0, 004, O-0Y
00 T 000 ool 0r0iC°

ip pi 2u up
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.—-030 OO 0.3) .—030 ° .—030 .vO’O«)

2in 3in inp pni pin

Retriever
* Harmonizing Internal and External Knowledge
* How to embedding different types of structured knowledge (e.g., cluster vs path)
* Reasoning, planning, and thinking along the way (e.g., Search-R1)

Ren et al

* Organizer
* Retrieved Graph can be large, balancing completeness and conciseness (e.g.,
exponentially growth receptive field)
* Optimal Data Structuring that generator can leverage
» Align retrieved resources from different parties (e.g., multi-modality graph)

Generator
* Correct Format of Prompting (e.g., adjacent list, markdown format, ...... )
* Structural Encoding for expressing the graph structure

a Towards Trustworthy Retrieval Augmented Generation for Large Language Models: A Survey. arXiv 2025


https://openreview.net/pdf?id=xG8un9ZbqT

Future Work 3 — Trustworthy GraphRAG

Reliability Fairness
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How about the unique trustworthy challenges caused graph structure?

https://github.com/Arstanley/Awesome-Trustworthy-RAG

a Towards Trustworthy Retrieval Augmented Generation for Large Language Models: A Survey. arXiv 2025


https://github.com/Arstanley/Awesome-Trustworthy-RAG

Future Work 3 — Trustworthy GraphRAG

User GraphRAG LLM
Query T Prompt x, z
% (] (4)~» Generator
L (5 5y Do(Y|2, 2)
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ng;z::c Context 2

Retriever py(z|z) Text Corpus
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(Polluted) Knowledge Base

Adversary

How about the unique trustworthy challenges caused graph structure?

https://github.com/Arstanley/Awesome-Trustworthy-RAG

0.9

GraphRAG under Fire. arXiv 2025 125



https://github.com/Arstanley/Awesome-Trustworthy-RAG

Future Work 4 — Data-centric GraphRAG

* Balance Internal and External Knowledge

@

* Trade-off Among Accuracy, Diversity, and Novelty

@ - .",-

Retrieval-augmented generation with graphs (GrahRAG). arXiv 2024
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Abstract
Retrieval-augmented genzratmn (RAG) isa powerfnl lechmque that en]lances dawn Abstract
stream task execution by g additional i , such as

skills, and tools from external sources. Graph, by its mmmlc "nodes connected by
edges" nature, encodes massive heterogeneous and relational information, making

it a golden resource for RAG in tremendous real-world applications. Asa resull,
we have recently wi d ing attention on equipping RAG with Graph, i.e.,
GraphRAG. However, unlike conventional RAG, where the retriever, generator, and
external data sources can be uniformly designed in the neural-embedding space, the
uniqueness of graph-structured data, such as diverse-formatted and domain-specific
relational knowledge, poses unique and significant challenges when designing
GraphRAG for different domains. Given the broad applicability, the associated
design challenges, and the recent surge in GraphRAG, a systematic and up-to-date
survey of its key concepts and techniques is urgently desired. Following this mo-
tivation, we present a comprehensive and up-to-date survey on GraphRAG. Our
survey | first proposes a holistic GraphRAG fmmework by defining its key compo-
nents, including query p retriever, and data source.
Furthermore, recognizing that graphs in different domains exhibit distinct relational
patterns and require dedicated designs, we review GraphRAG techniques uniquely
tal]or:d to each domain. Fma]ly, we discuss research challenges and brainstorm

ions to inspire ci opportunities. Our survey repository is
publicly maintained at https://github.com/Graph-RAG/GraphRAG/.

GraphRAG

Retrieval-Augmented Generation (RAG) is an advanced technique designed to
address the challenges of Artificial Intelligence-Generated Content (AIGC). By
integrating context retrieval into content generation, RAG provides reliable and
up-to-date external knowledge, reduces hallucinations, and ensures relevant context
across a wide range of tasks. However, despite RAG's success and potential, recent
studies have shown that the RAG paradigm also introduces new risks, including
robustness issues, privacy concerns, adversarial attacks, and accountability issues.
Addressing these risks is critical for future applications of RAG systems, as they
directly impac( their trustworthiness. Although various methods have been devel-
oped to Jmpmve the trustworthiness of RAG methods, there is a lack of a unified
perspective and framework for research in this topic. Thus, in this paper, we aim to

address this gap by providing a roadmap for

RAG systems. We place our di ion around five key perspecti

privacy, safety, faimess, inability, and For each perspective,

we preset a general f and offering a approach to
ding the current chall \{ g existing solutions, and identifying

promising future research directions. To encourage broader adoption and inno-
vation, we also highlight the where RAG
systems have a significant impact. For more information about the survey, please
check our GitHub repository®.

Trustworthy RAG

Society for Industrial and
Applied Mathematics

We really appreciate the travel

support from SIAM for some of our

SDM25-GraphRAG

teammates in presenting this tutorial!

Survey Collaborators
(Order by Random)



https://arxiv.org/abs/2501.00309
https://arxiv.org/abs/2502.06872
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